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COMMENTS OF JEFFREY WESTLING[1]

Where once limited mediums of communication acted like gatekeepers to knowledge, today individuals can 
connect across the globe with nothing more than a broadband connection and a social media account. With that 
connectivity comes great opportunity, but also risk. Those that lack the skill to navigate information in a 
healthy, mindful manner can easily become overwhelmed or led down a dark path. The National 
Telecommunications and Information Administration’s (NTIA) Request for Comment[2] seeking input on the 
“Initiative to Protect Youth Mental Health, Safety & Privacy Online” is both timely and appropriate.

While children do face legitimate risks online, these comments seek to put these risks into larger context. Most 
literature suggests that the risks associated with youth social media use are not as widespread as has been 
suggested. Further, while social media use presents legitimate risks for children, this use also can come with 
significant benefits in the form of access to information, solidarity, and community. The NTIA, in 
recommending solutions, should therefore focus on tools such as digital literacy to maximize the benefits of 
youth social media use while limiting potential risks.

I. Contextualizing Harms to Children Online

A developing narrative suggests that social media companies harm children knowingly for profit. As Senators 
Richard Blumenthal and Marsha Blackburn, leading voices in the Senate on these issues, explained in an op-ed 
in May, tech firms such as Facebook knew they were “driving toxic, addicting, and dangerous content at young 
people to maximize profit.”[3] But these characterizations miss the broader context of the research on kid safety 
online, especially considering the countervailing benefits.

a. Content Effects on Mental Health

Primarily, the large outcry against social media companies stems from the effect that harmful content can have 
on the mental health of children, as well as the incentives for social media companies to push content out, 
harmful or not, that maximizes engagement.[4] Most notably, internal Meta studies released by a whistleblower 
in 2021 highlighted the effect that the platform has on children.[5] According to the studies, “[t]hirty-two 
percent of teen girls said that when they felt bad about their bodies, Instagram made them feel worse.”[6] And 
many teens blame Instagram for increases in the rate of anxiety and depression, with 6 percent of American 
users tracing the desire to kill themselves to Instagram, as one presentation showed.[7]

While the whistleblower releases shifted the focus to Meta, these concerns extend to many social media 
platforms. Researchers suggest that “[t]here are youth, especially those with social anxiety or depression, who 
may have a tendency to spend more time online and reduce their real, face-to-face contact with other folks,” 
increasing isolation and loneliness.[8] Others see social media apps such as TikTok creating a “culture of 
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comparison” mindset, adding to feelings of inadequacy and isolation.[9]

Empirical research casts doubt on these conclusions, however, in part because the conclusions ignore the 
countervailing benefits. First, research suggests that apart from a specific practice known as vaguebooking 
(posting unclear but alarming sounding posts to get attention), the focus on social media may be misplaced and 
there is a lack of correlation between social media use and outcomes such as mental health symptoms, suicidal 
ideation, loneliness and social anxiety.[10] At the same time, many individuals living with a range of mental 
disorders, including depression, psychotic disorders, or other severe mental illnesses, use social media as a tool 
to share their personal experiences, seek information about mental health and treatment options, and give and 
receive support from others facing similar mental health challenges.[11]

In fact, even the studies released by the Meta whistleblower showed a potential net positive effect on children. 
The reporting rightly focused on the harms that children were facing, but many teens reported feeling better 
after using social media and also felt more connected with friends and relatives.[12] While Facebook 
acknowledged that it was late to recognize the drawbacks of connecting people in large numbers, the website’s 
effect on teens is likely “quite small.”[13] At the same time, even if the negatives aren’t necessarily widespread, 
their impact on individuals may be “huge.”[14] While some children experience harms online, if used in a 
healthy manner, social media can provide significant benefits for children.

b. Designing Applications to Maximize Use

Similarly, many researchers and policymakers have expressed concern about the “addictive” aspects of social 
media.[15] Many social media apps use an “endless scrolling” model, in which the application continues to 
provide additional content once the user reaches the end of a page of content. Further, these applications can 
design the scroll to minimize the chance that a user closes the application by promoting content designed to 
keep the user engaged.[16]

While these concerns are valid, and the administration can look to tools to give users more control over their 
experience, two separate points should contextualize the issue. First, the rhetoric surrounding addiction 
shouldn’t cloud policy decisions. As researchers point out, there are clear distinctions between the overuse of 
social media and the actual addictive properties of drugs and alcohol.[17] Mischaracterizing the use of social 
media as an addiction could inadvertently result in an overcorrection, which should be avoided.

Second, many of the features described as addictive also improve the quality of the product. When scrolling, 
social media algorithms will seek to provide the user with the content that they engage with the most, as this is 
normally the content they wish to see. Improving the algorithmic recommendations improves the 
competitiveness of the service, and users can find the apps that deliver the most appropriate content for them. 
While undoubtedly some content that drives engagement can be harmful to the user, it will be important, as the 
administration thinks through potential strategies to mitigate the harm, that regulators do not diminish the 
quality of the service entirely.

c. Negative Online Interactions With Malicious Individuals

Finally, while platforms provide the highly valuable tools necessary to connect people across the globe, this 
service comes with obvious risks: Social media apps can be used by sexual predators to groom children, by 
bullies to harass and intimidate, and for innumerable other unsavory or downright dangerous behaviors. [18]
Many platforms have developed tools for users to minimize these risks, but children may not know of these 
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tools, or even think to use them.[19] To mitigate potential harms, the NTIA should focus on ensuring children 
have the knowledge and experience to deal with negative interactions.

II. Developing Tools To Raise Awareness

While the NTIA will certainly explore many options for minimizing these risks, these comments will focus on 
one: digital literacy. Digital literacy programs, when done effectively, raise awareness about potential bad habits 
that users begin to engage in. Digital literacy skills can also help users navigate bad content and interactions 
online.

While there is no silver bullet, digital literacy lowers risks that children face online without detracting from the 
significant benefits outlined above. For example, empirical studies have shown that digital literacy positively 
affects online experience and student self-control.[20] The World Health Organization likewise found that 
educational programs increase both the health and safety of children, especially in preventing cyberbullying 
(both victimization and perpetration).[21] These digital literacy programs work best with multiple and varied 
modalities for engaging children, as well as repeated exposure over time. Successful programs also emphasize 
problem-solving, self-efficacy, self-regulation, conflict resolution, and help-seeking.[22] At the same time, 
across nearly all of the issues described above, digital literacy programs showed positive outcomes with 
practically no negative outcomes.

To the extent that the administration’s goal is truly to minimize the harms that children face online while not 
negatively limiting the benefits, the administration should continue to focus on digital literacy efforts rather than 
more drastic reforms. While there may be other collaborative processes between industry and regulators to 
reduce harm, they should come secondarily, as requiring additional features or limiting the types of content 
available to children may have benefits but may also negatively impact the child.[23] Further, drastic regulatory 
changes imposing liability on platforms are misplaced, and should not be implemented without a more robust 
analysis on the effects of speech and child safety more generally.[24]

III. Conclusion

As the administration continues its work to protect children online, regulators should focus on maximizing the 
benefits while minimizing the harms. Some proponents of reforms have taken data out of context to argue for 
drastic regulatory changes, but the actual evidence suggests that digital literacy programs will have a large 
impact with relatively limited drawbacks.
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