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Introduction and Summary

Establishing guidelines and best practices for the development, deployment, and evaluation of artificial 
intelligence (AI) technologies is important to promote AI diffusion and adoption throughout the economy. The 
National Institute for Standards and Technology’s (NIST) prior experience developing the AI Risk Management 
Framework (RMF) and the Cybersecurity Framework make it an ideal candidate to evaluate and develop 
guidelines for the promotion of safe, secure, and trustworthy AI systems.[1]

As NIST considers developing such guidelines, it should prioritize flexibility for technical solutions related to 
content provenance and watermarking, base guidance on existing red-teaming strategies and ensure new 
strategies can be developed and incorporated, consider how existing guidance such as the RMF and 
Cybersecurity Framework can supplement new proposals, and identify areas where guidelines can align with 
international frameworks related to AI-powered technologies. Throughout these areas, and as with the RMF and 
Cybersecurity Framework, this guidance should be iterative and evolutionary to respond to changing conditions 
of AI technologies, uses, and governance mechanisms.

Developing Guidelines, Standards, and Best Practices for AI Safety and Security

Economic and Security Implications of Watermarking, Provenance Tracking, and Other Tools

The RFI asks about the economic and security implications that watermarking, provenance tracking, and other 
authentication tools could have on generative AI. As generative AI tools proliferate and improve, people 
increasingly ask the question: Is this real, or is it AI? And while deceptive content is nothing new[2], generative 
AI and other AI-powered tools drastically lower the cost to create forgeries or mimic the style or appearance of 
work done previously by humans.[3] As NIST crafts guidelines to promote the diffusion of existing tools and 
procedures related to watermarking and content provenance, it should embrace tools already used by industry 
and familiar to developers and deployers, which will best balance safety and security concerns with openness 
and innovation.

Specifically, regarding the economic implications, generative AI has the potential to produce immense benefits 
for individuals, businesses, and entire industries. Estimates of the economic impact of the technology are in the 
trillions of dollars, with some reports projecting a 7 percent increase in global gross domestic product and 
productivity growth by 1.5 percent over a 10-year period[4]. Ensuring that model developers have clear 
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standards regarding available training data, as well as clarity around the processes for risk management or 
auditability, will impact investment and use of these systems. Research literature illustrates the positive impact 
open standards can have on technological innovation, adoption, and trust among market participants.[5] For the 
economic benefits of the technology to come to fruition, businesses and individuals will want to be confident 
the models they rely on are safe, secure, and trustworthy. Technologies such as watermarking or tools to 
establish content provenance should be considered by NIST as one way to authenticate the origin and evolution 
of generative AI content. Establishing guidance that balances openness and innovation with security and trust 
should be central to NIST’s work in this area to maximize the economic benefits.

At the same time, there are also valid concerns that advancements in AI technology absent clear guidance could 
result in significant economic disruption and potentially negative externalities. There is active litigation over the 
unauthorized use of works of books, music, movies, and other media to train Large Language Models (LLM) 
and the outputs of such models as noted above.[6] Some creatives say these technologies are violating 
copyrights by using their work to train, depriving them of revenue today, and producing outputs that substitute 
for their work, potentially replacing them tomorrow.[7] Model developers, notably OpenAI, have struck deals 
with media companies to license content for training.[8] While certain parties argue these types of agreements 
should become standard, such arrangements would preference large incumbents or financially connected 
developers over new entrants or open-source developers and could create a competitive moat for incumbents.[9]
As NIST crafts guidance around acceptable use and auditability, it should avoid guidance that would limit 
available training data or require certain permissions that could impact competition and innovation. NIST 
should also consider how programs such as the National AI Research Resource and similar programs can help 
address some of these challenges.[10]

Crafting Standards to Promote Economic Benefits Generative AI

Two potential solutions to designate ownership or original creation currently being used and developed are 
“watermarks,” which help identify whether an image was created or modified by an AI-agent, and “content 
provenance,” which labels data and creates a traceable chain to understand where, when, and how a piece of 
content is created and changes overtime. The Coalition for Content Provenance and Authenticity (C2PA),and 
the World Wide Web Consortium (W3C) verifiable credential data model both provide standards and 
recommendations for the technical design and implementation of content provenance and watermarking for AI-
generated content.[11] Google DeepMind’s SynthID similarly embeds a digital watermark into AI-generated 
content as well as scanning of an image or audio clip for a watermark to identify if the content was synthetically 
generated or altered.[12] Because private firms are already deploying these tools, NIST should evaluate their 
real-time impact and potential for adaptation or inclusion in its guidance.

Crafting Standards to Promote Secure Generative AI

Further, NIST should also explore standards that promote the security of AI-powered technologies, especially in 
industries where technical vulnerabilities could expose personal data, compromise critical infrastructure, or 
contribute to the dissemination of harmful or intentionally misleading content.

NIST should focus on standards to 1) mitigate harms created by models and 2) address vulnerabilities within the 
model. Standards to address harms from the models should focus on scenarios such as using models to craft and 
scale new forms of cyberattacks or strip or manipulate provenance information from previously edited or 
authentic content. The latter would consider how developers and deployers can secure their systems from 
adversarial attacks, either to “jailbreak” the model, or undermine or compromise the software itself. NIST’s 
Cybersecurity Framework should complement any guidance through this proceeding, especially for issues 
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related to network security, data management and storage, and threat evaluation.[13] Further, NIST can look to 
firms developing and offering foundation models such as OpenAI, Anthropic, Meta, and Google, all of which 
have published information on the types of red teaming used prior to their public release.[14]

Finally, in crafting guidance, NIST should implement third-party organizations’ standards and tools for content 
provenance and watermarking as noted above. Using private standards and technologies to frame NIST’s 
guidance could help familiarize the new standard to entities building and deploying AI-powered technologies, 
specifically in the context of generative AI. And because of these organizations’ multi-stakeholder nature, 
guidance relying on these standards can help build consensus among nation-states as well as firms, increasing 
cross-border cooperation and trade for AI/Machine Learning (ML)-powered technologies and use-cases.

Red-Teaming and Information Sharing

The RFI asks about establishing guidelines for appropriate processes and procedures to enable AI model 
developers to conduct AI red-teaming to enable the deployment of safe, secure, and trustworthy systems.[15]
NIST guidance regarding red-teaming should incorporate existing industry and multi-stakeholder organization 
procedures and protocols to promote diffusion and improvements. Generative AI red-teaming focuses primarily 
on “prompt hacking.” More akin to boundary or stress testing, prompt hacking red teamers try to overcome the 
guardrails input by developers into a generative AI model or LLM chatbot. This process prevents misuse or 
harm of the model and can limit nefarious uses by bad actors. Because the concerns regarding model misuse are 
varied, NIST should design flexible standards that allow for a wide range of red-teaming strategies to account 
for changing model architecture and corresponding security risks. Specifically, considering how different 
models are built and fine-tuned will have an impact on which red-teaming strategies will be most effective and 
any guidance from NIST should account for such variation.

While there has been a focus on red-teaming in AI to prevent harmful or false outputs, this should not 
overshadow attempts to address traditional cybersecurity concerns related to AI models.[16] For some firms, 
potential harm stemming from outputs and bypassing guardrails has been more salient than traditional security 
concerns and more attention is paid when discussing their red-teaming activities. The Request for Information, 
however, highlights the importance of red-teaming to address security concerns such as identifying threat 
models, specific security risks for models, and the economic feasibility for firms to conduct red-teaming. Based 
on the different strategies used and the different vulnerabilities being exploited, it may be more appropriate to 
bucket generative AI monitoring into two camps. The first is AI red-teaming, which deals with traditional 
intellectual property (IP), privacy, and security of AI systems. The second could be called AI testing, which 
focuses on safety and output of the AI tools functioning properly. This would allow for red-teaming guidance to 
be targeted at specific types of harm and responsive to continued evolution of model capabilities and 
vulnerabilities.[17] In practice, this reframing of monitoring protocols for AI models will aim to ensure that the 
enhanced security protocols that have become commonplace in traditional software applications are able to be 
translated into the fast-moving generative AI space.

The NIST framework should also encourage collaboration in red-teaming and information sharing to 
crowdsource security improvements among AI models. An example of a framework that should inform NIST’s 
guidance is the Financial Services Information Sharing and Analysis Center (FS-ISAC). The FS-ISAC 
organization has developed standards to prioritize privacy and security for firms within the global financial 
system. Further, the lack of knowledge around the intricacies within more sophisticated generative AI tools and 
the “black box” phenomenon can hamper security improvements.[18] Outside of traditional methods to input 
security compliance into software, unsupervised AI tools (as opposed to supervised) with consistent human 
intervention present an interesting possible mechanism to aid in security protocols, as these AI tools have the 
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best current potential to be more resilient to new attacks on systems.[19] Examining the performance of these 
models through red-teaming events, such as the DefCon hacker convention, could be beneficial for identifying 
existing capabilities and weaknesses. NIST should build on existing collaborations such as the C2PA standards 
or the Partnership on AI to reflect current efforts to mitigate harm related to the development and deployment of 
AI models.

Reducing Risks of Synthetic Content

The White House’s AI executive order (EO) lays out a non-exhaustive list of ideas to address content liability 
risks associated with synthetically generated content, primarily regarding the generation and hosting of unlawful 
content and content that violates the copyright of another. With the number of organizations making these tools 
available growing exponentially, implementing guidelines to protect product owners of AI tools, end-users, and 
owners/producers of training data is paramount. NIST, however, should be careful not to impede current 
developments in courts and Congress.

Regarding unlawful content, there are differing views on who should ultimately bear liability for synthetic 
content creation and whether Section 230 largely immunizes online platforms for hosting such content. Based 
on recent decisions such as Gonzalez v. Google and scholarly pondering on the subject, it is likely that liability 
for unlawful content that is produced or manipulated should be bestowed upon the person prompting the AI 
model.[20] If an end user designs an LLM to produce or manipulate content that could hold someone liable 
(e.g., a terrorist group uses ChatGPT to recruit members to commit a violent act), there is 1) a long list of 
roadblocks that would make liability against an AI model creator/host difficult and 2) a long list of U.S. 
precedent regarding user-created content that aligns with this framework.[21] To the extent that policymakers 
find existing legal authority lacking to tackle unlawful content, Congress can introduce legislation to shift 
liability as appropriate. Because litigation and legislative debates are ongoing, NIST should refrain from making 
major recommendations related to liability and focus any guidance on standards related to transparency or 
identification of synthetic content generation, as discussed above.

Section 230 notably contains exceptions for intellectual property claims, and generative AI raises novel 
copyright infringement challenges relating to the training data on which AI-powered tools are built. OpenAI has 
addressed this issue regarding its leading platform, ChatGPT, by offering paid users funds when faced with 
copyright lawsuits against content created by the AI.[22] But OpenAI’s solution is a short term one that puts a 
Band-Aid on a much larger problem. So long as models run on datasets that include copyrighted and protected 
data, problems in copyright liability will continue to fester. As noted previously, there is active litigation 
focused on whether certain training and outputs of AI models violated copyright of authors, musicians, and 
artists. The U.S. copyright and patent office held a proceeding to consider updating its rules to adapt to the 
emerging challenges presented by generative AI.[23] Similarly, Congress has also held multiple hearings and 
members have introduced bills addressing some of the issues related to generative AI and copyright. Until that 
occurs, encouraging and recommending cross-industry dialogue between model builders and owners of 
copyrighted material in data sets, and recommending thresholds of copyrighted data in models, could be of use 
going forward to build trust in models and spur use without restraint in a broader population.

In initiating guidance to mitigate potential harms of synthetic content, NIST should allow courts and legislators 
to lead, but continue emphasizing common-sense standards and recommendations that aid model owners and 
crafters of generative AI outputs. Guidance should focus on further industry adoption and acceptance of 
standards, as this could help spur congressional approval on federal regulatory agencies to put into place current 
and future NIST guidance.
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Responsible Global Technical Standards

Crafting Standards to Promote Innovation and Trust Globally

The third and final component of the RFI asks how NIST can develop guidance to promote AI-related standards 
that build some consensus with other nation-states and international bodies. The AI EO requires the secretaries 
of the Department of Commerce and State to establish a plan for global engagement on promoting and 
developing AI consensus standards that align with ideas presented in the NIST AI RMf and the U.S. 
Government National Standards Strategy for Critical and Emerging Technology (NSS-CET).[24] In addition to 
the recommendations from this report, NIST should use the ideas that influenced the RMF and NSS-CET as 
foundations for certain standards and definitions.

With regard to questions of nomenclature and other definitions, as well as best practices for data and model 
training, the NIST AI RMF should be a foundational document. The NIST RMF’s focus on managing risk and 
delineating the risks commensurate with the use of certain AI-powered technologies makes it an ideal document 
for guiding international standards on related topics. The RMF is designed to be iterative, which allows it to 
respond to evolutions in the development and deployment of AI/ML technologies. The RMF itself draws from 
previous work done by the Organization for Economic Cooperation and Development (OECD), whose work has 
been influential in the drafting of strategies and legislation in several member countries, including the United 
Kingdom, the European Union (EU), and Japan.[25] The document’s focus on mitigating risks based on the 
design and deployment of technology, its iterative character, and common foundation with other international 
partners make the RMF an important component of any attempt to develop consensus standards.

NIST should also use the NSS-CET as a reference point for considering the trade-offs of standards and guidance 
related to data access and management, trustworthiness and verification, and the implications of standards for 
competition and international trade. Specifically, the document calls for collaboration on standards, noting the 
important role the private sector and non-governmental organizations can play. As mentioned above, for issues 
related to verification and content provenance, several organizations composed of firms and civil society are 
developing technologies and protocols to address such issues. These solutions should inform NIST’s approach 
to such areas. Additionally, the NSS-CET notes the important role standards can play in driving investment and 
research and development. This is an area where harmonization with allied nations can promote foreign 
investment and collaboration with firms, academia, and civil society.

Weighing the Tradeoffs Related to Global Consensus Standards 

International collaboration and harmonization can have many benefits, but NIST and other relevant stakeholders 
should be cognizant of the tradeoffs created by regulatory first movers, particularly the EU. Similar to the script 
of the General Data Protection Regulation (GDPR), the EU is attempting to pass a sweeping law regulating the 
development and deployment of AI, which could allow it to set a colloquial “floor” for AI regulation globally.
[26] As NIST considers the implications of incongruence with the EU, it should pay particular attention to how 
the EU’s proposal could impact barriers to entry, new business formation, and compliance costs for small and 
medium-sized firms. Research has shown the harmful effects GDPR has had on new business formation and 
competition within digital markets in the EU.[27] As NIST evaluates other nations’ approaches to standards and 
guidance, it should be particularly wary of the EU’s approach.

In addition to the EU, the People’s Republic of China (PRC) has enacted and begun implementing regulations 
governing the types of data and systems that can be built and adhere to the nation’s ideological censorship 
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restrictions.[28] The PRC has made a point to contribute to and influence other standards bodies, particularly in 
the field of telecommunications. The United States and other nations, such as the UK, Japan, and Israel, have all 
put out documents and plans for an approach to standards and governance that emphasize a flexible, light-touch 
approach. Many of these ideas can be found within work done by the OECD, which can be a helpful starting 
point for collaboration abroad. International collaboration can be beneficial, but NIST should be cognizant of 
how actors may use such forums to advance agendas antithetical to the United States’ goals in AI/ML 
development and deployment.

Conclusion

If approached wisely, NIST can lay the foundation for standards that could help promote innovation and 
competition within the market for AI-powered technologies. By providing guidance for developers and 
deployers on issues related to model development, red-teaming and stress testing, appropriate data practices, and 
many others, NIST can encourage firms and individuals to build models that are safe, secure, and trustworthy. 
Further, as guidance is developed, looking to the private sector, multi-stakeholder organizations, and other 
nations can provide useful references in areas such as watermarking and content provenance. To achieve the 
goal outlined by AI EO and the RFI, NIST should consider how previous documents and standards it and other 
bodies have promulgated can contribute to the present and future iterations of guidance.
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